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ABSTRACT:

This paper presents the structural identificatiéra diighway bridge using the vibration measuremdiusn
existed structural seismic instrumentation thatdog term monitoring of a highway bridge at Utals. for the
damage detection algorithms, one of the subspaxteifitation methods, N4SID is used together widssical
frequency domain decomposition method (FDD). Theseapproaches are found to be able to get fregeenc
quite satisfactorily. The influence of the tempera on the modal frequencies has been investigatiddl13
months’ monitoring data. The results showed thaty diductuations as well as seasonal fluctuatiorfs o
frequencies can be identified by the methods etlin this study. It can be seen that the extremmeératures
can cause the natural frequencies to shift. Comptiimugh the identification algorithms of this papthe
distributions of the modes at different temperatuaee presented.
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1. INTRODUCTION

This study investigates the natural frequenciesrofin-service highway bridge that is subjected rbient
vibration excitation. For structural health monitg, the system identification methods are vitslveell as
challenging and still under developing. System fifieation is basically to describe algorithms tHauild
dynamical models from measured data. For structfre&vil engineering, this is usually to obtairethtiffness,
modal parameters from acceleration, velocity, @dispent etc. There are many existed identification
algorithms that deal with input-output identificati While it is rarely possible to conduct forcabration
experiments in in-service structures, and it isprattical to measure ambient input either. Thigsidtions led

to the algorithms using the ambient vibration measients. We apply a stochastic subspace algoritA8iIN

in identification of modal properties of a real-inmonitoring bridge, N4SID has been implemented in
MATLAB 2004. The identification process and resiiysN4SID are studied to evaluate its performance.

Dynamic properties of a structure can provide adlicorrelation between the physical propertiea sfructure
and its structural integrity. It has been showrt thatructure’s physical properties such as ss$nean change
due to surrounding environmental changes Researdi@re found that temperature, heavy rains, diurnal
variations, and strong winds can change a strusturaural frequency by up to 3 percent (Bradfotchle
2004). In this paper, we have analyzed the ambibration data of more than one year to get theetation of

the frequency change and temperature, the frequdanyain decomposition are used to extract the aktur
frequencies from these data. Dynamic response iguarto each structure and will remain nearly camist
unless otherwise affected by experimental change®mage to the structure, so it is beneficiald@laish a
baseline mode. These changes could lead to éhiftee modal parameters such as natural frequanoge
shapes, and damping. However, localized damagenoiglways shift or change the modal parametera on
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global response spectrum. Localized damage mag aaignificant effect on higher modes of respdfiserar
and Cone, 1995). The data from multiple sensa@sraire meaningful than single sensor. Thus, thiseliion
between the dynamic properties and the actual phlygiroperties of a specific structure are esseirtia
detecting structural changes and damage.

2.LONG TERM MONITORING OF AN IN-SERVICE BRIDGE

A long-term structural health monitoring projechéled by the Utah Department of Transportation (UpaTd

the Federal Highway Administration (FHWA) is beipgrformed on an overpass bridge at the 2100 South
Interchange of I-15 in Salt Lake City, Utah. Thigdge is referred to as the I-80 Flyover Bridgehe goal of

this research project was to install long-termrumsientation that could monitor changes in dynareteavior of

the bridge on a daily basis and to function asarding station in the event of an earthquake.

The 1-80 Flyover serves as a connector from westtd-80 to westbound SR-201. The bridge compifices
individual structures, containing a total of 25 mpawith an overall length of 1.14 kilometers. The
superstructure consists of a reinforced concretk depported by 3 steel | girders. The selectststieucture is

a long, multi-span bridge with relatively tall cabms, and contains several expansion joints. Other
characteristics which factored into the selectibth@s bridge are that it is located only 6 kilomet away from
the Wasatch Fault, a large normal fault capablepofo a Magnitude 7.5 event, and that it is foundedsery
soft deep Lake Bonneville sediments. It is thet fbbddge instrumented with strong motion instrunadion
within the state of Utah. Figure 1 shows an aeti@l of the 1-80 Flyover.
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Figurl graph of I80 R—201 ridge.

3. IDENTIFICATION OF MODAL FREQUENCIESUSING N4SID
While frequencies are studied currently, mode shapel damping ratios can also be obtained usindN4S
3.1 The Vibration Data

13 months ambient vibration data from the real-tbniedge monitoring system for the 1-80 flyover arged for
this study using the frequency domain decomposititath dataset has duration of 200 seconds, anpleshm
frequency is 200HZ. On February 31, 2008, a magdeitof 6.0 struck wells, Nevada, it arrived at $alke
City around 7:15PM (local time), and we pick 30@m®&ls’ data from this time for the identificatioludy by
the subspace method, N4SID. All the selected titimalata has been detrended to remove the metirirem
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zero due to sensor inaccuracies before modal dsalys

3.2 Basic Formulationsfor Modal Analysis Using N4SID

In the case of ambient noise, the input is impliciccounted for by unknown noise w; a linear timeariant
structural model can be described by the discraterter difference equation

x(k+1) = Ax(K) + w(K) (3.1)
y(k) = Cx(K) + v(K) (3.2)

where k is the sampling instant ( t Atk x is state vector, A is the state matrix, iBgsumed to be zero mean
and stationary, C is the output matrix., w is thecpss noise and v is the measurement noise, w and
assumed as uncorrelated zero-mean stationary ndige vector sequences(Ljung 1999).

The complex eigenvalued)(and eigenvectorsj() of the damped system can be calculated from thteigsy
matrix A. The natural frequendy and the damping ratio are givencgs

_ n@wl o= Ok _ —Re[ln (4] (8.3

At k 2T k wiAt

The kth complex mode shagg sampled at sensor locations can be evaluated thenigllowing expression:

¢r = Cy (3.4)
If the damping is assumed to be small and neaalysital, then the modal properties of the undamspedture
can be approximated as (Alvin 1994)

[Ax] Re(A .
fi = 2 S G P = |Cil - sign[Re(Cypy)] (3.5)
To determine the order of the state-space moeée| dimension of the state vector x(k), is an intguutrstep for
implementation of the subspace method. Theoreficatl N-degree-of-freedom system will have an oodé@N.
But our studies show that we need a much biggesrardmber to get reasonable results and extramtniraition
for sufficient modes that are wanted.

3.3 Analysis of Frequencies I dentified Using N4SID

Table 3.1 shows the identified modal frequenciaagudl4SID (order = 540), which is compared with the
previous results identified from forced vibratioata using classical frequency response functioheyTare
matched pretty well for estimation purpose. Thdedénce between them is due to many factors besides
modal analysis methods, the previous results ama forced vibration data from all the 18 channalsl the
N4SID results at this paper only processed the filata 1 channel only. Also they are identified 602 and
2008 respectively; the bridge’s frequencies mayehetvanged a little bit, this is not the main soust¢he
difference though. But the subspace methods prochzcey spurious modes, which are not listed here taey
missed some modes as shown in Table I. It need stody on the stabilization of this method.

Table 3.1 Comparison of frequencies identified IASND with those identified by FDD (Dye,2002)

Mode 1 3 4 5 9 10 12 13 14 15
FDD: Mean Natural Frequency (Dye, 2002) 1.114 1.482 158 176 2.7 3.07 349 376 424 473
N4SID: Order =54 1.25 1495 159 18 264 3.03 347 368 416 486

Mode 17 18 19 20 21 22 23 24 25 26

FDD: Mean Natural Frequency (Dye, 2002) 5571 6.165 7.33 9.04 107 118 13 143 156 17.2
N4SID: Order =540 5.5 6.163 7.3 9.28 10.8 11,7 13 143 162 174
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The determination of the order plays an importatd nm implementation of N4SID, it is a challengipgblem.
The N4SID has been conducted with order number #6no 540, and the results are shown in Figufer@n
figure 2, most mode frequencies could be identjfie@ bigger the order, the more modal frequencéesbe
identified, but also more spurious modes. For thissen dataset, order = 180 is an optimized nurifigi. the
order number increased, the computation time iseeavery quickly, and this makes the N4SID not a
competitive method. More study on this method i;igmn, e.g., the stabilization diagram for the N2%
being processed, and could be presented in theeftadimprove the way of using N4SID.
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Figure 2 Comparison of Frequencies ldentified bysN)of Different Orders and FDD

4. CHANGE IN MODAL FREQUENCIESWITH TEMPERATURE

In this section, the variation of modal frequencwith respect to the temperature change is invasiy
Frequency domain decomposition method is hiredhas structural identification method, which is more
computational efficient compared with the N4SIDperforms well for the identification of undamaged
structures. Twelve modal frequencies were selefednonitoring. These modes are in the set of o2&
modes identified from modal analysis. Modal frammiedata for these twelve modes is presented ifeThab.

In an effort to show the correlation between fretpyeand temperature, scatter plots for the 12 salemodes
were constructed and a linear regression trendwiag fit to each data set. The data gathered ffebruary
2007 to February 2008 were used to construct this.pM/hile the correlation coefficients are nogges modes
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1, 4, 13 exhibited a downward trend in frequencthastemperature rises, whereas modes 11, and3itean
upward trend. A representative sample of thests ptoshown in Figure 3. Although a downward trémd
frequency as temperature increases may be an#dipdiie to decreases in material stiffness at higher
temperatures, an upward trend could be the re$utheo structure expanding due to temperature ise®ga
causing expansion joints and other connectionggioien. The fact that some modes increase and othe
decrease is a subject for further investigatiorhesg plots also help to visualize graphically hbe data is
distributed for these tests. Tight groupings sashthose seen for mode 1 (and to a lesser degose &)
reflect that the standard deviations for those made smaller than the modes with wider spread sktasuch

as modes 13 and 23. There are outlying pointadh graph, but there have been enough data pekes that
these points do not have a significant adversaenite on the results.

Table 4.1 Mean modal frequencies chosen for mangor

Jun-2001 Feb-2007 Mar-2007 Jan-2008 Jul-2p07
Mean Temperatur€C) 21.3305 42143 8.1529 -2.1829 29.9474
Mode 1 (Hz) 1.1090 1.1417 1.1435 1.1415 1.130p
Mode 2 (Hz) 1.3800 1.3713 1.3709 1.3272 1.331p
Mode 4 (Hz) 1.5860 1.5901 1.5876 1.5845 1.581p
Mode 9 (Hz) 2.6700 2.6981 2.7070 2.7106 2.7048
Mode 11 (Hz) 3.3030 3.2957 3.3196 3.3054 3.2928
Mode 13 (Hz) 3.7350 3.8692 3.8265 3.8289 3.8001L
Mode 15 (Hz) 4.7770 4.8490 4.8587 4.7695 4.6849
Mode 20 (Hz) 9.1520 9.5933 9.5686 9.5364 9.447p
Mode 21 (Hz) 10.6620 10.7783 10.7474 10.7010 10.67B2
Mode 22 (Hz) 11.8350 11.4850 11.5512 11.5264 11.83B0
Mode 23 (Hz) 12.9980 12.8871 12.8371 13.2078 13.08B9
Mode 25 (Hz) 16.0130 15.7960 15.5852 15.6009 15.69[r7
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Figure 3 Correlation Plots of Temperature and Natbrequency
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Figure 3 Correlation Plots of Temperature and Ndtbrequency (contd)

Studies have shown that extreme temperatures ag®e @ structure’s natural frequencies to shift pytai3
percent (Bradford et al., 2004). To help verifegh findings, an additional test was completed Iiclv
separate samples were taken from data recordedéetiriebruary 13, 2007 and March 26, 2007. Thestiine
samples were taken were solely dependent uporethperature at the time of the sample. It was eecitat
data samples would be taken at any time of ddyeift¢tmperatures were either -1° C (30° F), 4.53@ F), or
10° C (50° F). Not only did the temperature neebé in one of those ranges for the time of sargplt the
temperatures had to be within that same ranget fieaat two hours prior to the time of samplinggwas hoped
this would allow the structure more time to beccewelimated to that ambient temperature. Tablesh@vs
the statistical information for the data sets & three described temperature ranges. There exgight shift
in frequencies from -1° C to the higher temperatuwehile the standard deviations and normalizedatians
are relatively unaffected for the three differerhperature ranges.

Table 4.2 Natural frequencies for samples takerdas temperature

Ambient Test (-1° C) Ambient Test (4.5° C) Ambidrest (10° C)
Mode Mean Natura Standard Norm. Mean Natura Standard Norm. Mean Natura Standard Norm.

Frequency Deviation Variation Frequency Deviation Variation Frequency Deviation Variation
1 1.146 0.01 0.99% 1.139 0.01 1.26% 1.140 0.01 1.02%
2 1.380 0.01 0.89% 1.370 0.01 0.95% 1.367 0.02 1.171%
4 1.588 0.03 1.85% 1.584 0.03 1.70% 1.581 0.02 1.30%
9 2.670 0.12 4.42% 2.701 0.10 3.58% 2.688 0.09 3.22%
10 3.034 0.07 2.37% 3.037 0.08 2.76% 3.045 0.08 2.56%
11 3.320 0.06 1.93% 3.329 0.06 1.85% 3.326 0.06 1.71%
13 3.829 0.12 3.26% 3.820 0.13 3.48% 3.809 0.14 3.7§%
15 4.865 0.05 1.06% 4.843 0.06 1.28% 4.847 0.04 0.80%
20 9.606 0.02 0.20% 9.590 0.02 0.18% 9.552 0.07 0.79%
21 10.782 0.06 0.52% 10.785 0.16 1.50% 10.744 0.11 2%.0
22 11.499 0.38 3.31% 11.618 0.45 3.85% 11.653 0.46 798.9
23 12.925 0.05 0.35% 12.872 0.06 0.44% 12.845 0.10 5%.7
25 15.588 0.50 3.21% 15.583 0.49 3.14% 15.735 0.47 892.9

The shifts in natural frequencies for each tempegatange with respect to other ranges are caémiland can
be seen in Table 3. The shifts in the naturalfeagy for -1° C vs 4.5° C and -1° C vs 10° C rahfyem 0.03
— 1.35 percent while the shifts for 4.5° C vs 10h&l a smaller range of 0.00-0.98 percent. This aa
interesting result because the difference in teatpeg ranges is 5.5° C, yet the natural frequerdigégot shift
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proportionally with the change in temperature. Quossible reason for this is that the samples tdkera
temperature of -1° C were below freezing. Thigexe temperature could have more adverse affectieon
bridge than the range of more mild temperaturesédst 4.5° C and 10° C.

5. CONCLUSIONS

The subspace method N4SID has been implementetheestigated using the ambient vibration analysasnf
real-time bridge monitoring data, modal frequencidgained are satisfactorily. The problems withs thi
algorithm are expensive computation time and uhstagsults with the choice of different order numshé/lore
studies need to be spent on this algorithm forcairal identification projects.

Classical frequency domain decomposition methoesiglized to get the frequencies from 13 montmsbaent
vibration data. This study includes correlationsmaidal natural frequencies with temperature oyenedty large
range of temperatures.

The 1-80 Flyover Bridge in Salt Lake City shows sodistinct trends correlating changes in natuegdency
with changes in temperature. The range in vanatiof the twelve monitored modes were as high per&ent,
corresponding to changes in temperature of as raschl’C. The amount and direction (up or downthef
shifts were modal dependent. Three of the twelgaitored modes showed an increase in modal frequeena
result of an increase in temperature, while theewthine monitored modes showed a decrease in modal
frequency as a result of an increase in temperature
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