A New Classification Model based on SVM for Single and Combined Power Quality Disturbances
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Abstract—The simultaneous occurrence of power quality (PQ) disturbances is increased in recent times, and the detection of combined disturbances has become a pressing concern. A new model based on support vector machine (SVM) for classification of single and combined PQ disturbances is proposed in this paper. The classification of $k$ disturbances with any of the conventional multiclass SVM approaches demands the utilization of at least $k$ binary SVMs. This increase in the number of SVMs with an increase in classes will affect not only the classification time but also the recognition accuracy. The proposed classification model overcomes this limitation by employing a number of binary SVMs significantly less than the number of classes to be classified. The classification of sixteen disturbances is considered in this paper by utilizing only nine binary SVMs, which facilitates better detection of the combined disturbances with fewer computations. To validate the performance of the proposed SVM model, it has been tested on a wide variety of synthetic signals and a few real signals. Further, the results obtained are compared with the one-against-one approach based multiclass SVM technique.

Index Terms—empirical wavelet transform (EWT), power quality (PQ), power quality disturbances, support vector machines (SVM).

I. INTRODUCTION

The term power quality (PQ) has gained a vital importance since the late 1980s [1]. The growing dependency on sophisticated fast control equipment and consistent increase in penetration of renewable energy sources have led to various PQ issues. In general, the disturbances like voltage sag, voltage swell, interruption, and transients exist only for certain duration whereas, the steady state disturbances such as harmonics, interharmonics and voltage fluctuation may continue for a longer time in the system. Besides, the events like voltage interruption, sag, and swell in the real power system are mostly associated with transients or distortion. As a result, there are greater possibilities for the simultaneous occurrence of two or more PQ disturbances, which have been noticed in the recent years. Consequently, this degradation in the quality of power due to PQ disturbances triggered an initiative for the system operators to monitor their occurrence [2], which requires an intelligent adaptive technique for automatic detection of multiple PQ disturbances.

Diagnosis of the PQ disturbances requires a preliminary analysis of the signal by a signal processing technique like fast Fourier transform (FFT), discrete wavelet transform (DWT), wavelet packet transform (WPT), empirical mode decomposition (EMD), and Stockwell transform (ST) [3]–[7]. Thereafter, the next stage is the extraction of some relevant features from the processed signals that reflect the disturbances. These features are later fed as inputs to a classifier based on decision tree (DT), fuzzy logic (FL), artificial neural network (ANN) and support vector machines (SVM), etc. [8]–[15] for classification of the PQ disturbances. The recognition accuracy depends not only on the classifier but also on the features extracted [16], which in turn relies on the decomposed frequency components. The well-known computationally efficient FFT has problems of spectral leakage, picket fencing, and loss of time information. The most commonly employed techniques for feature extraction, DWT and WPT uses pre-defined filters and thereby extracted components cover a wide band of frequencies. Further, the other shortcoming of DWT and WPT is their inability to recognize the disturbance if it is highly contaminated with noise. The other most popular technique utilized for PQ analysis is EMD, but it suffers from mode mixing problem; same is the case with ST. Therefore, the simple features extracted may not represent the characteristics of disturbance and demands for complex and novel features. Nevertheless, the well-known basic features are adequate for recognition of significant PQ disturbances if the filtering approach is adaptive and the fundamental component extracted is accurate.

The recently proposed empirical wavelet transform [17] has gained a greater attention for signal analysis in various applications because of its simple, fast and adaptive filter design procedure. The frequency estimation procedure of the EWT was modified in [18] to make it suitable for power quality analysis. However, the fixed thresholds, conceived to estimate the harmonics and interharmonics accurately, may give erroneous results for the assessment of disturbance signals of 200 ms. This can be overcome by an adaptive frequency threshold, which is estimated according to the signal amplitude modulation, as explained in section II. Therefore, a modified EWT approach termed as generalized empirical wavelet transform (GEWT) is utilized for assessment of nonstationary signals containing disturbances.

The most promising learning system, SVM employed for
classification has an additional feature of structural and experimental risk minimization [19]. Further, it changes the complex problem into a linearly separable case by mapping the features into high dimensional space. Most of the classification techniques based on SVM [13]–[15] either utilized more than five features or limited to classify at most ten disturbances. The classification of \( k \) number of classes requires the construction of at least \( k \) binary SVMs, which increases the computational time proportionally. Also, there are chances of misclassification if a combined disturbance is considered as a separate class, as it contains mixed characteristics of both the single disturbances. In general, there exist only eight single disturbances and all the combined disturbances comprise at least two of these single disturbances. It is observed that by taking advantage of the property of the binary SVM, any combined disturbance can be detected with two or more binary SVMs, each dedicated for a single disturbance. Hence, the proposed model employs only nine SVMs, one for each single disturbance and normal class to classify sixteen PQ disturbances. This significant reduction in the number of SVMs will decrease the computational complexity while improving the accuracy. Moreover, the number of SVMs utilized is independent of the number of the combined disturbances considered.

II. METHODOLOGY
A. Generalized Empirical Wavelet Transform

The step-by-step procedure of generalized empirical wavelet transform (GEWT) is as follows

1) First, apply FFT to the signal \( x(n) \) and estimate the frequencies present \( f = \{ f_i \}_{i=1,2,..,N} \) with the help of a magnitude and frequency thresholds. The minimum magnitude threshold is set to 2% of fundamental frequency magnitude, and the frequency threshold \( (dF) \) is adaptively obtained as explained in the next subsection.

2) Then, segment the Fourier spectrum by finding the local minima \( \Omega_i \) between two consecutive frequencies \( f_i, f_{i+1} \) that separate the components perfectly.

3) Now, with these frequencies and boundaries estimated \( N \) wavelet filters (one low pass filter and \( N-1 \) band pass filters) are designed in the frequency domain using a scaling function \( \phi_i(\omega) \) and empirical wavelets \( \psi_i(\omega) \) [17] defined as

\[
\phi_i(\omega) = \begin{cases} 
1, & \text{if } |\omega| \leq (1-\gamma)\Omega_1 \\
0, & \text{otherwise}
\end{cases}
\]

and

\[
\psi_i(\omega) = \begin{cases} 
1, & \text{if } |\omega| \leq |(1-\gamma)\Omega_1| \\
\sin \left( \frac{\pi}{2\Omega_1} \Omega_i \right), & \text{if } |(1-\gamma)\Omega_1| \leq |\omega| \leq |(1+\gamma)\Omega_1| \\
0, & \text{otherwise}
\end{cases}
\]

Where, \( \beta(\gamma, \omega, \Omega_i) = \beta \left( \frac{1}{2\Omega_1} \left| \omega - (1-\gamma)\Omega_1 \right| \right) \) is an arbitrary function, fulfilling the properties given in [17]. The parameter \( \gamma \) ensures a minimal overlap between two consecutive frequency components in a transition band and its selection is based on the boundaries estimated.

4) Finally, obtain the approximate and detail coefficients using the below-defined equations

\[
\text{GEWT}(1, n) = \text{IFFT} \left( X(\omega)\phi_1(\omega) \right)
\]

\[
\text{GEWT}(i, n) = \text{IFFT} \left( X(\omega)\psi_i(\omega) \right)
\]

Thus, the time-varying mono-frequency components extracted using adaptive filters involve fewer computations.

B. Adaptive frequency threshold

The GEWT mainly aims to extract the fundamental frequency component perfectly by decomposing the power signal into its mono-frequency components. The extraction of the fundamental component without any overlapping of its nearby frequency components is possible only if the filter design is adaptive according to the interharmonics present in the vicinity of fundamental. These interharmonics can be seen from the Fourier spectrum, but the spectral components present may be spectral leakage of the fundamental component and not necessarily the actual interharmonics. It is a known fact that the existence of low-frequency interharmonics will cause amplitude variation of the signal. Therefore, the presence of interharmonics near fundamental can be investigated from the time domain amplitude variation as well. Thus, an extensive study has been carried out to relate amplitude modulation of the signal to the frequencies present near fundamental and thereby estimate the new frequency threshold \( (dF) \). The frequency threshold is nothing but the spectral separation of the fundamental frequency from its nearest frequency components.

It has been realized that a signal containing an interharmonic of frequency, \( f_i \) in the range of 25 to 75 Hz will cause a significant amplitude variation at a rate of \( [50 - f_i] \) Hz (for the 50 Hz system). Therefore, the \( dF \) can be obtained from the signal RMS variation vector (SV) by calculating the number of sign changes \( (NS) \) of the SV as follows.

First, compute the root mean square (RMS) value for each fundamental cycle of the input signal defined as

\[
X_{\text{rms}}(i) = \frac{1}{S} \sum_{n=(i-1)S+1}^{iS} x(n)^2
\]

Where \( i \) represents order number of signal cycles, \( S \) is the number of samples in a cycle of the sampled signal \( x(n) \). The RMS vector \( X_{\text{rms}} \) of the signal having ten values calculated for a 200 ms duration input signal is

\[
X_{\text{rms}} = [X_{\text{rms}}(1), \ldots, X_{\text{rms}}(i), \ldots, X_{\text{rms}}(10)]
\]

Then the signal variation (SV) which reflects the low-frequency interharmonics is obtained by shifting the RMS vector to the zero-axis by deducting with its mean [3] as

\[
\text{SV} = X_{\text{rms}} - \text{mean}(X_{\text{rms}})
\]

Thereafter, the number of sign changes \( (NS) \) is calculated for the signal RMS variation (SV), which confirms the existence of low-frequency interharmonics. For a 50 Hz signal of
200 ms duration, the $NS < 3$ indicates that no interharmonics exist in the signal near fundamental frequency and the peaks in the spectrum are spectral leakage of the fundamental frequency due to nonstationary behavior. Hence, the $dF$ is chosen as 25 Hz to extract the fundamental component accurately. On the other hand, for a signal containing interharmonics ranging 25 Hz to 75 Hz, $NS$ is found to be varied between 3 and 9 for which the $dF$ should be chosen between 0 and 25 Hz. This is to avoid the overlap of interharmonics with the fundamental frequency component. Therefore, the equation correlating the $dF$ to $NS$ is

$$dF = (\text{quot}(NS, 2) + \text{rem}(NS, 2) - 1) \Delta f$$

(8)

Where, $\Delta f$ is the frequency resolution, which is 5 Hz in this work, $\text{quot}(NS, 2)$ is the quotient of $NS$ and 2 and $\text{rem}(NS, 2)$ is the remainder of $NS$ and 2. This procedure helps in finding out the genuine interharmonics by overcoming the problem of spectral leakage due to FFT. Since the modes extracted, contain only one frequency component, five basic features are adequate to detect the most significant disturbances.

### III. Feature Extraction

It is a fact that the features majorly influence the recognition capability of a classifier. The features extracted should be informative and able to reflect the disturbances accurately. The following five features have been chosen as inputs for the classifier.

**F1:** The feature $F1$ represents the deviation in the per cycle RMS of the signal [9]. It is computed as the difference of consecutive RMS values.

$$Sd(i) = X_{rms}(i) - X_{rms}(i - 1)$$

(9)

Where, $X_{rms}(i)$ is $ith$ cycle RMS of the signal as defined in (5). The absolute maximum variation of the signal is considered as the first feature.

$$F1 = \max (|Sd|)$$

(10)

For a 200 ms window, RMS per cycle of steady state disturbances such as harmonics, interharmonics, notch, and spike remains approximately same for all cycles. Hence, this feature plays a key role in distinguishing the voltage sag, interruption, swell, voltage fluctuation and transient from the steady state disturbances.

**F2:** This feature is utilized to differentiate the fundamental magnitude based disturbances. It represents the minimum rms value of the fundamental frequency component extracted from the disturbance signal using GEWT. The RMS value of the $ith$ cycle fundamental component is defined as

$$X_{1rms}(i) = \sqrt{\frac{1}{S} \sum_{i=1}^{S} x_1(n)^2}$$

(11)

Where, $x_1(n)$ is the fundamental frequency component obtained from the GEWT. $X_{1rms}$ is an RMS vector having values of all ten cycles defined as

$$X_{1rms} = [X_{1rms}(1), ..., X_{1rms}(i), ..., X_{1rms}(10)]$$

(12)

The second feature particularly selected for classifying voltage sag and interruption is

$$F2 = \min (X_{1rms})$$

(13)

**F3:** The maximum rms value of the fundamental component is required to separate the voltage swell from the rest. Hence, it is selected as one of the features

$$F3 = \max (X_{1rms})$$

(14)

**F4:** This feature, high-frequency harmonic distortion (HHD) separates all the harmonics related signals from other class of signals.

$$HHD(i) = \frac{X_{Hrms}(i)}{X_{1rms}(i)}$$

(15)

Where, $X_{Hrms}(i)$ is per cycle RMS of the distorted signal $x_h(n)$ containing only components of frequency $\geq 300$ Hz. Finally, the feature is mean of the ten HHD values.

$$F4 = \text{mean}(HHD)$$

(16)

**F5:** This last feature is same as the pre-computed number of sign changes of signal variation vector.

$$F5 = NS$$

(17)

For a 50 Hz signal of 200 ms duration, $F5 \geq 3$ represents the presence of voltage fluctuation or flicker.

### IV. Classifiers

The classes are labeled as C1 - normal signal, C2 - voltage interruption, C3 - sag, C4 - swell, C5 - harmonics, C6 - flicker, C7 - oscillatory transient, C8 - notch, C9 - spike, C10 - sag with harmonics, C11 - sag with flicker, C12 - sag with transient, C13 - swell with harmonics, C14 - swell with flicker, C15 - swell with transient and C16 - flicker with harmonics.

#### A. Support Vector Machines

SVM developed by Vapnik et al. is a supervised machine learning algorithm framed on statistical learning theory [19] or Vapnik-Chervonenkis theory. The potentiality of SVM lies in mapping the largely inseparable input data to a high-dimensional feature space using kernel function $K(u_i, u_j)$. This increase in the dimensionality of the data by nonlinear feature mapping helps in constructing a linear hyperplane separating the classes. More to that the chances of misclassification are minimized by finding an optimal separating hyperplane with maximum margin i.e., the distance between the optimal hyperplane and the bounding planes. The most commonly employed kernel functions are

1) Linear Kernel: $K(u_i, u_j) = u_i u_j$
2) Polynomial: $K(u_i, u_j) = (\gamma u_i u_j + c)^d$
3) Radial basis function: $K(u_i, u_j) = \exp (-\gamma |u_i - u_j|^2)$
4) Sigmoid: $K(u_i, u_j) = \tanh (\gamma u_i u_j + c)$

SVM, originally developed for binary classification are later successfully extended for classification of multiple classes by combining many binary classifiers. The most commonly used
methods based on SVM for multiclass classification are one-against-all, one-against-one, and directed acyclic graph SVM (DAGSVM). The earliest method, one-against-all constructs $k$ binary SVMs for classification of $k$ classes, one dedicated for each class. Hence, requires solving of $k$ quadratic programming problems to find the optimal hyperplanes. Another method one-against-one uses $(k(k - 1))/2$ classifiers for $k$ classes, where each SVM is trained with data of two different classes. The prediction of classes for the testing data is based on Max Wins voting [20]. This approach is more complex than the earlier as it involves solving of $(k(k - 1))/2$ quadratic programming problems. The training of the third method DAGSVM is same as the one-against-one method while its testing takes a bit less time than the one-against-one method [20].

Despite its computational complexity, the one-against-one method is considered as the most suitable one for multiclass classification problems [20]. Hence, it has been opted for comparison with the proposed model.

B. Proposed Classification Model

In general, the combined disturbance, which contains two or more single disturbances will exhibit characteristics of all its individual disturbances. For example, sag with harmonics signal will have reduced voltage magnitude and harmonic distortion as well. In such cases, considering the combined disturbances as new classes not only decreases the overall accuracy due to misclassification among the SVMs but also demands more classifiers. Instead, the combined disturbance can be assessed by detection of the individual disturbances. Therefore, a new SVM classification model is proposed utilizing only nine SVMs for classification of single as well as combined disturbances. Each SVM is dedicated to the detection of a single disturbance, flags either 0 or 1 specifying its presence as shown in Fig. 1. To enable the detection of flicker with harmonics, the outputs of both SVM-5 and SVM-6 should be triggered one and rest all to zero. For this to obtain, each SVM is trained with data of classes containing that disturbance with the target as 1 and all other classes with 0. For instance, SVM-3 is trained with all the training data in such a way that the output is one only for C3, C10, C11 and C12 classes. Thus, this model may reduce the misclassification of the combined disturbances and improves the recognition accuracy considerably.

Although, lot of possible combinations of PQ disturbances are available, they can be still detected with the same nine SVMs. Hence, the number of SVMs utilized in the proposed model are independent of the number of combined disturbances and therefore, computationally less expensive when compared to the conventional approaches. The SVMs are implemented with the help of LIBSVM toolbox [21] in MATLAB.

V. RESULTS AND DISCUSSIONS

To evaluate the performance of the proposed approach, a broad range of disturbance signals sampled at 10 kHz have been considered for the analysis. A complete set of 6400 signals with 400 signals of each class are generated in MATLAB by varying signal parameters in accordance with the standards and definitions [16]. The signals generated contain fundamental frequency variations of ± 0.25 Hz and different phase angles. Furthermore, to show the robustness of the proposed approach towards the noise, the generated signals are added with white Gaussian noise of signal-to-noise ratio (SNR) ranging from 25 dB to 50 dB. For each class, 50 % of the data is used for training and the rest 50 % for validation. Finally, the proposed method has also been tested on six real signals acquired in the laboratory using a data acquisition card. The input signal is either voltage or current; it is first normalized and then processed for detection of disturbances. The proposed method is implemented on a PC with an Intel Core i5 3.1 GHz processor and 4 GB RAM.

Table I presents results of the proposed classification model with different kernel functions at 35 dB SNR. The optimum SVM regularization parameters ($\gamma, C$) shown in the table are obtained by performing a fine search within the intervals. It can be inferred that nonlinear kernels perform better with an average accuracy greater than 93 % for the proposed model. It is also evident from the results that the proposed model shows an improved performance over the conventional one-against-one (OAO) method. Of all the kernel functions employed, the second order polynomial kernel gives better results in the case of OAO method. Finally, concerning classification accuracy, the proposed SVM model with RBF kernel outperforms the other classifier and kernels with the highest classification accuracy of 97.44 %.

The individual classification accuracies of the classes at different SNRs obtained by the proposed model with the RBF
Overall Acuracies of the Proposed Model with different Kernels

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Overall Accuracy (%)</th>
<th>Training time (s)</th>
<th>Testing time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear C=40</td>
<td>91.36</td>
<td>89.1</td>
<td>27.1</td>
</tr>
<tr>
<td>Polynomial d=2, γ=0.9, C=8</td>
<td>96.71</td>
<td>94.59</td>
<td>126.8</td>
</tr>
<tr>
<td>RBF γ=0.07, C=90</td>
<td>97.44</td>
<td>92.38</td>
<td>2.03</td>
</tr>
<tr>
<td>Sigmoid γ=0.001, C=95</td>
<td>93.25</td>
<td>90.4</td>
<td>0.644</td>
</tr>
</tbody>
</table>

PM: Proposed Model, OAO: one-against-one, and C: cost of constraints violation

Classification Accuracy Results for all disturbances

<table>
<thead>
<tr>
<th>Class labels</th>
<th>Classification Accuracy (%) at different SNRs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class labels</td>
<td>25 dB</td>
</tr>
<tr>
<td>C1</td>
<td>96</td>
</tr>
<tr>
<td>C2</td>
<td>97</td>
</tr>
<tr>
<td>C3</td>
<td>95</td>
</tr>
<tr>
<td>C4</td>
<td>96</td>
</tr>
<tr>
<td>C5</td>
<td>98</td>
</tr>
<tr>
<td>C6</td>
<td>97</td>
</tr>
<tr>
<td>C7</td>
<td>94</td>
</tr>
<tr>
<td>C8</td>
<td>95</td>
</tr>
<tr>
<td>C9</td>
<td>96</td>
</tr>
<tr>
<td>C10</td>
<td>94</td>
</tr>
<tr>
<td>C11</td>
<td>90</td>
</tr>
<tr>
<td>C12</td>
<td>93</td>
</tr>
<tr>
<td>C13</td>
<td>92</td>
</tr>
<tr>
<td>C14</td>
<td>91</td>
</tr>
<tr>
<td>C15</td>
<td>92</td>
</tr>
<tr>
<td>C16</td>
<td>93</td>
</tr>
<tr>
<td>Overall Accuracy</td>
<td>94.31</td>
</tr>
</tbody>
</table>

In the second performance evaluation, the feature extraction, training and testing time are investigated. As the features utilized for both the classifiers are same, the feature extraction time also remains same. The feature extraction time including signal decomposition using GEWT and extraction of all the features is found to be around 27.3 ms on an average. It is obvious that the time required for training a classifier is more than the testing time, and the same is evident from the Table I. Though one-against-one method trains 120 SVMs for 16 classes, as each SVM is trained with only data of two classes, the total training time is relatively less than the proposed model. This is because SVM in the proposed model is trained with complete data thus takes more time for training. The situation is too worst with the polynomial kernel as it takes 126.8 s to train the SVMs. However, the key observation is that the proposed model is fast in testing and takes not more than 20 ms. As the training is performed only once and that too offline, the feature extraction and testing time play a major role in deciding the ability of the approach for real-time analysis.

To further exploit the performance of the proposed model for more disturbances, experiments are performed with additional classes of flicker + transient, harmonics + transient, sag + harmonics + flicker, swell + harmonics + flicker. It was observed that the proposed classifier shows reduced performance than the 16 classes with the inclusion of four new classes. However, the results of the proposed model are still better than that of the one-against-one method with a difference of approximately 9%.

The overall accuracy is mainly due to the combined disturbances.

To assess the non-stationary signals, the use of only nine additional classes of flicker + transient, harmonics + transient, sag + harmonics + flicker, swelling + transient, harmonics + transient, swell + harmonics + flicker. The sag with flicker is noticed for a combined disturbance containing sag and flicker. The sag with flicker signals may be misclassified as only voltage sag due to the insignificant fluctuations in voltage, and same is the case for swell with transient class. Otherwise, the proposed model works well for all the single disturbances. In a noise case of 25 dB SNR, the overall classification accuracy drops to 94.31%, which is still considerable. The reduction in overall accuracy is mainly due to the combined disturbances.

VI. CONCLUSION

The paper presents an approach with generalized empirical wavelet transform (GEWT) and a new classification model based on SVM. The GEWT is completely adaptive from the frequency estimation stage to filter design and doesn’t require any prior information. This adaptiveness and the computational efficiency of FFT make the GEWT advantageous for assessment of non-stationary signals. The use of only nine SVMs, each dedicated for a single disturbance helps in the better recognition of the combined disturbances with reduced misclassification. Also, the testing time of the proposed classifier is less than the one-against-one method. Finally, the experiments carried out on the simulated as well as a few real signals clearly reveal the speed, accuracy and practical applicability of the proposed approach.
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